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LHC: Some Technical Challenges: Recap




LHC Commissioning: Recap

2008

— Accelerator complete

— Ringcold and under vacuum

September 10t 2008

— First beams around

September 19t 2008

— Theincident

2008 —-2009

— 14 months of major repairs and consolidation

— New Quench Protection System for online monitoring and protection of
all joints.
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FHESEESENY The LHC repairs in detail

54 elecrrical intesconnections
14 quadrupole magnets 39 dipole magnets fully repaired. 150 more Over 4 km of vacuum
replaced replaced needing only partial repairs beam whe deaned

A new longitudinal Nearly 900 new helium pressure 6500 new detectors are being

restraining system is being fited release ports are being installed added 10 the magnet protection

10 50 quadrupole magnes around the machine system, requiring 250 km of cables
10 be Laid

+ 8 cryogenics!



Summary of LHC Commissioning

* November 20" 2009

— First beams around again
* November 29*" 2009

— Both beams accelerated to 1.18 TeV simultaneously
* December 8™ 2009

— 2x2 accelerated to 1.18 TeV

— First collisions at 2.36 TeV cm!

* December 14th 2009
— Stable2x2 at 1.18 TeV

— Collisionsin all four experiments

LHC - highest energy
collider

Limited to 2 kA in main circuits (1.18 TeV) during deployment and testing of
new Quench Protection System




Summary of LHC Commissioning

* November 20" 2009
— First beams around again
* November 29t 2009
— Both beams accelerated to 1.18 TeV simultaneously

* December 8t 2009

— 2x2 accelerated to 1.18 TeV
— Firstcollisions at 2.36 TeV cm!

* December 14th 2009
— Stable2x2 at 1.18 TeV

— Collisionsin all four experiments

LHC - highest energy
collider

Limited to 2 kA in main circuits (1.18 TeV) during deployment and testing of
new Quench Protection System




Decided Scenario 2010-2011

Following the technical discussions in Chamonix (Jan 2010)
the CERN management and the LHC experiments decided

— Run at 3.5 TeV/beam with a goal of an integrated
luminosity of around 1fb! by end 2011

— Implies reaching a peak luminosity of 1032 in 2010

— Then consolidate the whole machine for
7TeV/beam (during a shutdown in 2012)

— From 2013 onwards LHC will be capable of
maximum energies and luminosities
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Following the technical discussions in Chamonix (Jan 2010)
the CERN management and the LHC experiments decided

— Run at 3.5 TeV/beam with a goal of an integrated
luminosity of around 1fb?* by end 2011
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Why do we limit the beam energy to 3.5TeV
in 2010-20117

All the work we have done since November 2008
makes us certain that a repeat of September 19 can
NEVER happen.
The offending connector in this incident had an
estimated resistance of 220n. We have measured
all 10,000 inter-magnet connectors and the maximum

resistance we have seen 1s 2.8nf2.
BUT in April 2009, we have uncovered a different possible
failure scenario which could under certain circumstances
produce an electric arc in the “copper stabilizers™ of the
magnet interconnects



LHC: First collisions at 7 TeV on 30 March 2010

LATLAS

Y EXPERIMENT

LHCb Event Display




First Running Period (low bunch intensity)

calculated

Event TeV OEF p* Nb b ftot M) |Nc Peak Date
luminosity

1 35 02 10 2  1006+#10 20E+10 | 0.0113| 1 8.9E+26 » 30 March 2010
2 35 02 10 2  200E+10 4.0e+10 | 0.0226| 1 3.6E+27 | 02 Apni 2010
3 35 02 2 2 200e+10 4.0E+10 | 0.0226] 1 1.8e+28 | 10 Apni 2010
4 | 35 02 2 4  200e+10 8.0e+10 | 0.0452| 2 3.6E+28 19 Apni 2010
5 35 02 2 6 2.00E+10 1.2E+11 | 0.0678] 4 7.1E+28 \ 15May 2010
6 35 02 2 13 260E+10 3.4E+11 | 0.1910) 8 2.4E+29 122 May 2010

> Seven Orders of

magnitude below design

At this point, just ahead of the ICHEP, Paris, (based on collisions at 450
GeV with 1.1e11 ppb) we decided to change mode of operation to high
bunch intensity




Event TeV OEF B* Nb

1 | 35
2 | 35
3 | 35
4 | 35
> | 35
6

7

At the time of ICHEP, Paris

0.2 10
0.2 10
02 2
02 2
02 2

2
2
2
4
6

b

1.00E+10
2.00E+10
2.00E+10
2.00E+10
2.00E+10

ftot

2.0e+10
4.0E+10
4.0E+10
8.0E+10
1.2E+11

M

0.0113
0.0226
0.0226
0.0452
0.0678

calculated

Nc  Peak

amins
1 8.9E+26
1 3.6E427
1 1.86+28

2 3.6E+28
4 7.1E+28

Date

30 March 2010
02 April 2010
10 April 2010
19 April 2010
15 May 2010

35 02 2 13 2.60E+10 3.4E+11 | 0.1910) 8 2.4E+29 22 May 2010
3.5 0.2535 1.10E+11  3.3E+11 | 0.1865| 2 6.1E+29 26 June 2010

3.5

8
9 | 35

0.2 3.5
0.2 3.5

3
6
8

At the time of the ICHEP, Paris,

1.00E+11
9.00E+10

6.0E+11
7.2E+11

0.3391
0.4069

4 1.06+30
6 1.26+30

02 July 2010
12 July 2010




Integrated Luminosity ICHEP10 (350nb-1)

2010/07/19 11.54
LHC 2010 RUN (3.5 TeV/beam)
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Timeseries Chart between 2010-07-29 07:00:00 and 2010-08-09 07:00:00 (LOCAL_TIME)

Luminosity vs time

| 30 July to 9 August (25 bunches)




Second Running Period (High bunch Intensity)

calculated

Event TeV OEF p* Nb b ot i M iNc Peak Date
1 35 0210 2 100EHO 20E+10 i 0.0113i 1 89E+26 30 March 2010
2 35 0210 2 200410 4.0E+10 i 0.0226: 1 3.6+27 02 Apri 2010
3 035 02 2 2 200E+10 4.0E+10 : 0.0226: 1 186+28 10 April 2010
4 35 02 2 4 2006410 B.0E+10 : 0.0452: 2 3.6E+28 19 April 2010
5 35 02 2 6 200E+10 12E+11: 0.0678: 4 7.E+28 15 May 2010

6 35 02 2 13 260E+10 34Ex11: 0.1910: 8 2.4E+29 22 May 2010

7 35 0235 3 LI0EH1  33E#11 G 0.865: 2 6.E+29 26 June 2010
8 35 0235 6 LO0E+11 6.0E+11: 03301: 4 10E+30 02 July 2010
9 35 0235 8 9.00E+10 7.2B+11: 0.4069: 6 1.26430 12 July 2010
0 35 0235 13 900E+10 12E+12 i 0.6612i 8 16E+30 15 July 2010
11 35 0235 25 100E+11 2.5E+12 i 14129:16 4.1E+30 30 July 2010

2 35 0235 48 100E+11 4.8E+12 i 2.7127: 36 9.1E+30 19 August 201(

Maximum reached is 10.7x10%° cm2s?




Approaching 4pb‘1 (move to bunch trains)
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Plan for getting to 1032 before ion run

LMC 18* August.

* Parameters and Conditions

— Nominal bunch intensity 1.1E11
— SticktoB* =3.5min all IPs
— Commission bunch trains

* Completere-do of the whole machine protection set-up

— Go to 150 ns bunch spacing

— Commission faster ramp (10 A/s)



Additional work for bunch trains

* Completely new set up of all phases of LHC under the
new conditions needed for safe operation with high
intensity bunch trains
— Beam transfer (collimation)

— Emittance control in injectors and during ramp in LHC
— Transverse damper set up with lower noise

— Injection with crossing angles (collimators and unsafe
beam),

— Accumulation with crossing angle; long discussions about
magnitude of crossing angle

— Ramp with 10A/s

— Squeeze (changing crossing angles to collision values)
— Collisions with crossing angles (collimation)

— (Aperture measurement)



Test ramp 10 A/s

15t attempt reached 1.7TeV
274 attempt perfect ramp up to 3.5TeV

Ramp duration reduced from 46 to 16 minutes



Measured 450 GeV Aperture

Beam / plane Limiting element Aperture [o]
Beam1H Q6.R2 125
Beam1V Q4.L6 13.5
’ Beam 2 H Q5.R6 14.0

‘Beam 2V Q4.R6 13.0

* Predicted aperture bottlenecks in triplets (n1=7) do not exist.
* “Measured” nl1=10-12 (on-momentum)instead designnl =7
* “We discover the performance gold mine of aperture”



Planning the Intensity increase

® |ntensity increase roadmap

- Intensity step 48 bunches (+- 10%). (3MJ per step)

- 3fills at a given intensity. Integrated physics time of ~20
hours.

- A checklist of the requirements (sine qua non) for
Increasing the intensity..

- Injection: significantchange as we are now injecting
unsafe beam.
- Very careful monitoring of abnormal injections.




Saturday 11.9 Bunch Trains

* RFsettingup
— Finally the complete injection sequence of 13x4 bunches per beam was
executed and went smoothly with very little uncaptured beam

o — = e ——

FBCT avg. lifetime B1: FBCT avg. lifetime B2:

LHC-DCRCT - System A

DC-BCT and FRCT Intensity
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HC Pagel Fill: 1366 E: 3500 GeV 24-09-2010 06:40:53
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Collisions with bunch trains; 22"¢ September 7x8 bunches;
Luminosity = 2x1031

Beam Presence

Moveable Devices Allowed In
Fill. scheme: 150 ns_56b 47 16 47 8bpi Stable Beams

HC Operation in CCC : 77600, 70480 PM Status B1 RSP Status B2




Luminosity (10* cm? s°)

30 %LASMany _—

ps IUHCOomerodSatie September 23
20 48 bunches; bunch
s 2 trains

102—

gtnnammmmmzmutmnia

CEST Time

ATLAS Online Luminosity
] LHC Delivered All

[_1LHC Delivered Stable
[ ATLAS Ready Recorded

%(nb")

| 8
i AR R S B G

Int. Lurgnos

400
200
7ok 75200 23-22n 2400n 24-02n 24-08n 2406 24-08n 24-10n 2412

CEST Time ~~



? 305 %Asmmnmny
- LHC Delivered All
§ | i oaiersa sae September 23
2 ZSF [ ATLAS Ready Recorded
z 20- 48 bunches; bunch
=} C
S 2 trains
10
5
g:nnmmmmmmzmusmnia
CEST Time
f-; - ATLAS Online Luminosity
This was a “turning point™ fil as 2000 — 0=t .
it showed that a head-on N S i S M B
beam-beam tune shift of ~.02 5T
total was possible (cf design of £600—
.01) E
400(-
200}

£1mnmnmmmmmmutmuta

CEST Time ~~



Luminosity (10% cm? s)
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Some Issues

* Vacuum around the IPs (Nb above 300)
* UFOs

* |njection sensitivity B1



(UFOs) Unidentified Falling Objects

Losses with almost identical loss characteristics

* 5unexplained beam losses (dump provoked by the Beam loss monitoring system)
* 1 unexplained beam loss while movingRoman Pots

* 1 beam loss provoked by a wire scan
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Suspicion is that debris if falling into the beam provoking a small beam loss

seen by the BLM which triggers the beam dump (machine protection
works well)

Proposal to verify the thresholds of the BLMs by doinga “quench” test



Correlation of Number of fast Losses with beam Intensity
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Correlation of Number of fast Losses with beam Intensity
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Update as of this morning (05:00 am)

—> Last Fill with 368 ( 348 colliding) bunches
per beam

— reached 50pb-1 delivered

— now move to 50ns bunch spacing to prepare
for 2011



Running with Bunch Trains (Parameters)

Nb (b MJ Nc |Peakluminosity  [Maximum luminosity (Pile up (from|Date
(design parameters) |(measured) measured
| e i l.llTi)

56 |1.10e+1%] 3.5 || 47 1.203E+31 2.000E+31 1.9054 | 23/09/2010
104 |1.10e+1%] 6.5 |1 93 2.381E+31 3.500E+31 1.7955 | 25/09/2010
152 | 1.10+1%] 9.4 [i 140 3.584E+31 5.000E+31 1.7550 | 29/09/2010
204 |1.10e+13| 12.7 || 186 4,7626+31 7.000E+31 1.8307 | 04/10/2010
248 |1.108+115 154 [ 233 5.965E+31 1.030E+32 2.2158 | 14/10/2010
312 [1.10E+18| 19.4 [! 295 7.552€+31 1.500E+32 2.5650 | 16/10/2010
368 |1.156+18 23.9 || 348 9,7376+31 2.050E+32 2.9721 | 25/10/2010

24MJ stored beam energy and 2.05x1032cm2s™




Peak Delivered Lumi per Fill [10*° cm? 5]
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Total Integrated Luminosity [pb™]
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Highest Integrated Luminosity Fill so Far
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Summary: What did we learn in 2010

* LHCis magnetically very reproducible on a month to
month time scale

* Head on beam-beam limit higher than forseen
* Aperture better than foreseen

* Not a single magnet quench due to beam

* Careful increase of the number of bunches OK
* Electron cloud and vacuum

* Machine protection
— Set up is long

— Quench levels for fast and slow losses needs optimized
— UFOs



Plans for 2011

* Running Conditions in 2011 (Chamonix
January 2011)
—Maximum beam energy
—Bunch spacing 50ns (max bunches 1404)

—Integrated luminosity evaluation (goal set is
1fb?)



Luminosity
Upgrade



Upgrades: Foreword

New Studies were launched more than one year ago
* Performance Aim

— To maximize the useful integrated luminosity over the
lifetime of the LHC

* Targets set by the detectors are:
3000fb* (on tape) by the end of the life of the LHC
- 250-300fb ! per year in the second decade of running the LHC

 Goals
 Checkthe coherence of the presently considered
upgrades wrt

 accelerator performance limitations,

« Detector needs,

*  manpower resources and,

«  shutdown planning including detectors




Luminosity Upgrade Scenario

— For LHC high luminosities, the luminosity lifetime becomes
comparable with the turn round time = Low efficiency

— Preliminary estimates show that the useful integrated
luminosity is greater with

» apeakluminosity of 5x10** cm2s* and a longer luminosity
lifetime (by luminosity levelling)

* than with 10® and a luminosity lifetime of a few hours
— Luminosity Levelling by
» Beta*, crossing angle, crab cavities, and bunch length
Detector physicists have indicated that their detector upgrades are
:iggi?g?sntly influenced by the choice between peak luminosities of 5x103*

* Pile up events
» Radiation effects



Hardware for the Upgrade

New high field insertion quadrupoles

Upgraded cryo system for IP1 and IP5

Upgrade of the intensity in the Injector Chain
Crab Cavities to take advantage of the small beta*®

Single Event Upsets
— SClinks to allow power converters to be moved to surface

Misc
» Upgrade some correctors

* Re-commissioning DS quads at higher gradient

* Change of New Q5/Q4 (larger aperture), with new stronger
corrector orbit, displacements of few magnets

Larger aperture D2



The 10 year technical Plan
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First Thoughts on
an Energy Upgrade



Very Long Term Objectives: Higher Energy LHC

Preliminary HE-LHC - parameters

nominal LHC HE-LHC
beam energy [TeV] 7 16.5
dipole field [T] 8.33 20
dipole coil aperture [mm] 56 40-45
#bunches / beam 2808 1404
bunch population [10*?] 1.15 1.29
initial transverse normalized emittance 3.75 3.75 (x), 1.84 (y)
[pm]
number of IPs contributing to tune shift 3 2
maximum total beam-beam tune shift 0.01 0.01
IP beta function [m] 0.55 1.0 (x), 0.43 (y)
full crossingangle [urad] 285(9.50,,) 175 (12 o)
stored beam energy [MJ] 362 479
SR power per ring [kW] 3.6 62.3
longitudinal SR emittance damping time [h] 12.9 0.98
events per crossing 19 76
peak luminosity [10%* cm3s?] 1.0 2.0
beam lifetime [h] 46 13
integrated luminosity over 10 h [fb?] 0.3 0.5 ==




Very Long Term Objectives: Higher Energy LHC

Preliminary HE-LHC - parameter

Z
g HE-LHC

beam energy [TeV] 6.5
dipole field [T] “ 20
dipole coil aperture [mm] \\, 40-45
#bunches / beam $ 1404
bunch population [10*?] * 1.29
initial transverse normalized er @‘ p 3.75 (x), 1.84 (y)
[pm] i

number of IPs contribut® @ 3 2
maximum total bear \\ 0.01 0.01

IP beta function” 0.55 1.0 (x), 0.43 (y)
full crossing - Q ‘6 285(9.50,,) 175(12 o)
| stored b- ‘* @ 362 479

SR pc 3.6 62.3
: longitu. O .amping time [h] 12.9 0.98
events pe ‘ 19 76

peak lumin. @ *cm3s?] 1.0 2.0
beam lifetime .j 46 13
integrated luminosity over 10 h [fb1] 0.3 0.5




HE-LHC — main issues and R&D

* high-field 20-T dipole magnets based on Nb;Sn, Nb;Al,
and HTS

* high-gradient quadrupole magnets for arc and IR
* fast cycling SC magnets for 1-TeV injector

* emittance control in regime of strong SR damping and IBS

* cryogenic handling of SR heat load (first analysis; looks
manageable)

* dynamic vacuum
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Luminosity Dependence on Beam
Parameters (2011)

Yer TV OEF B Nb b M Nomaized Pesk  Beam Pieup Physics Infegrated

Emitance luminosty beam Days  (fo-/year)
e e e e e W e
2010 350 025 350 368 LiSEell 239 17 206432 00204 29 120 005
2011 400 025 350 400 1.156+11 29.7 1.7 26E+32 00204 35 1800 1.02
2011 400 025 200 400 1.156+11 29.7 1.7 46E+32 00204 6.1 1800 1.79
2011 400 025 200 400 1306+ 336 19  S53E+32 00206 70 1800 205
011 400 025 200 600 130E+i1 504 19  79E+32 00206 70 1800 3.7
2011 400 025 200 800 1306+t 672 19  LIF+33 00206 70 1800 4.0
2011 400 025 200 800 1.30E+11 67.2 1.9 1.1E+33 0.0206 /70 1800 4.10
2011 400 025 200 800 1.60E+11 82.7 1.7 186433 00284 119 1800 6.94
2011 400 025 200 1000 1.60e+11 1033 1.7 2.2E+33 0.0284 119 1800 8.67
2011 400 030 200 1000 1.60e+11 103.3 1.7 2.2E+33 0.0284 119 1800 1041
2011 400 030 150 1000 1.60e+11 1033 1.7 3.0E+433 0.0284 159 180.0 13.87




