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OutlineOutlineOutlineOutline

• LHC AcceleratorLHC Accelerator
• CMS Installation and Commissioning
• CMS O i ti• CMS Organization
• Resources – CMS @ CERN
• US CMS – T1, T2
• US CMS LPC
• US CMS ROC
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Purpose/Overview of CoursePurpose/Overview of CoursePurpose/Overview of CoursePurpose/Overview of Coursepppp
General Introduction (30’)

Introduction to the Detector (30’)

Introduction to the Software (30’)Introduction to the Software (30 )

Introduction to the FNAL UAF (10’)

The LPC (20’)

• Learn enough CMS jargon to understand many CMS week talks

• Learn who’s who in CMS and what resources are available

• Establish that the LPC is a good place to go for resources in
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Establish that the LPC is a good place to go for resources in 
doing CMS research – and try some hands on work……



The LHC AcceleratorThe LHC AcceleratorThe LHC AcceleratorThe LHC Accelerator
LHC is a discovery machine –
starting to run in 2008!

First time in 25 years 
h distarting to run in 2008! that a discovery 

machine has started up 
without crispwithout crisp 
theoretical guidance
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The AcceleratorThe AcceleratorThe AcceleratorThe Accelerator
Mont Blanc

Geneva airport

CERN

Geneva airport

ATLAS

LHCb In the LEP tunnel
CMS ALICE

LHC tunnel

pp  √s =14 TeV  L=1034 cm-2 s-1=10 mb-1MHzpp
crossing rate 40 MHz
Heavy ions (1 month/year)
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http://lhc-new-homepage.web.cern.ch/lhc-new-homepage/



Comparison to TevatronComparison to TevatronComparison to TevatronComparison to Tevatron

b
LHC Tevatron
beams: pp

14 GeVs =
beams: pp

s 1.96 TeV=
crossing time: 25 ns
interaction region sigma is 5 cm

crossing time = 396 ns
interaction region sigma is about 28 cm
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ScheduleScheduleScheduleSchedule
LEP tunnel was designed with the idea of running 
protons but the “date” for this running was firstprotons, but the date  for this running was first 
proposed around 1991.

First Beams: 
“Late Summer” 

2008
Then Physics

Less than a few months to turn-on!
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2008 LHC Schedule2008 LHC Schedule2008 LHC Schedule2008 LHC Schedule

Slip b 2Slip by ~ 2 
months, run at 
5+5 TeV
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Pileup? 75 ns, 25 nsPileup? 75 ns, 25 nsPileup? 75 ns, 25 nsPileup? 75 ns, 25 nsp ,p ,p ,p ,

Startup

Phase -
2008

75

2008

Nsec

“Startup” at 10^30 – 2 MJ. Rise to 10^32 (pileup) and 16 MJ. Then, 
in 2009, go to 75 ns at get to 10^33 (pileup). Beam energy ~ 100x
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in 2009,  go to 75 ns at get to 10 33 (pileup). Beam energy  100x 
Tevatron (1 MJ)



Where is CMS?Where is CMS?Where is CMS?Where is CMS?
Need to cross the border 

f hto get from the 
cafeteria/building 40 to 
CMS Carry yourCMS.  Carry your 
passport!  
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CMS is Taking Cosmic DataCMS is Taking Cosmic DataCMS is Taking Cosmic DataCMS is Taking Cosmic Datagggg

“Data”
MTCC I ( 24 AugMTCC I ( 24 Aug –
29 Aug) & II (9 Oct 
– 30 Oct). Field 

d i Nmap done in Nov., 
2006 in SX
Global runs in UX 
running now.
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CMS DetectorsCMS DetectorsCMS DetectorsCMS Detectors

After cosmics and magnet test in Fall, 2006 in Assembly e cos cs d g e es , 006 sse b y
Hall we lowered into the Collision Hall. What remains is 
tracker cooling, pixel install and EE. Global runs with 
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cosmics are ongoing.



CMS in UXCMS in UXCMS in UXCMS in UX
Links to pictures of lowering can be found on
CMS public web page: http://cmsdoc cern chCMS public web page: http://cmsdoc.cern.ch
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Countries by DetectorCountries by DetectorCountries by DetectorCountries by Detectoryyyy

ECAL: UK, France, USA, …

HCAL: USA, Russia, Turkey…

Muon: Italy, USA, …

Track: Italy, USA, …

DAQ: Italy, USA, CERN
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Webcams Webcams –– SX and UXSX and UXWebcams Webcams –– SX and UXSX and UX
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Spokespeople Spokespeople -- CMSCMSSpokespeople Spokespeople -- CMSCMSp p pp p pp p pp p p

Jim Virdee Guido Tonelli Bob Cousins

Spokesman and his two deputy spokesmen
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CMS: the CountriesCMS: the CountriesCMS: the CountriesCMS: the Countries

Belgium

CERNUSA

Austria

Finland

Belgium Bulgaria

France
GermanyRussia

Slovak Republic Italy

Greece
Hungary

G i
Ukraine

Uzbekistan
p

UK
Poland
PortugalSpain

Pakistan

Georgia
Armenia

China
TurkeyBelarus

Estonia
India

Ordered by size: USA (525 collaborators) Italy (398) Russia (326)

SwitzerlandPakistan
Cyprus

Croatia

Estonia
Korea China (Taiwan)
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Ordered by size:  USA (525 collaborators), Italy (398), Russia (326), 
CERN (204), France (146), UK (117), Germany (116)



AcronymsAcronymsAcronymsAcronymsyyyy
EB: Executive Board

MB: Management Board

DQM: Data Quality MonitoringDQM: Data Quality Monitoring

DCS: Detector Control System

DSS: Detector Safety System

DPG: Detector Performance GroupDPG: Detector Performance Group

POG: Physics Object Group

PAG: Physics Analysis Group

Etc., etc.
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CMS General Organisation CMS General Organisation CMS General Organisation CMS General Organisation gggg
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Meets Monthly



Executive BoardExecutive BoardExecutive BoardExecutive Board
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Meets in between MB meeting



CMS Executive BoardCMS Executive BoardCMS Executive BoardCMS Executive Board
CommissioningPhysics Software Computing

Tiziano CamporesiParis Sphicas John Harvey Matthias Kasemann

Lucia SilvestrisJoe Incandela Patty McBride
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Darin Acosta



Computing, Offline, Detector Computing, Offline, Detector 
Performance Groups (DPG)Performance Groups (DPG)
Computing, Offline, Detector Computing, Offline, Detector 
Performance Groups (DPG)Performance Groups (DPG)Performance Groups (DPG)Performance Groups (DPG)Performance Groups (DPG)Performance Groups (DPG)

Computing 
Coordination 

M. Kasemman
Offline Coordination 

J. Harvey
L SilvestrisC

Commissioning & Run 
Coordination
T. Camporesi

P. McBride L. SilvestrisCommon 
Coordination & 

Integration Tasks

T. Camporesi
D. Acosta

Software Development 
Tools

D.Lange, A.Pfeiffer

Calibration/Alignment
O. Buchmuller

L. Malgeri
ECAL DPG 
PMeridiani

Facilities/Infrastr/
Operations

D Bonacorsi NN
Framework

L Sexton-Kennedy, 
NN

D W kfl

Fast Simulation
F. Beaudette

P. Janot

P.Meridiani
C. Seez

HCAL DPG 
C. Tully

D. Bonacorsi, NN

Computing 
Commissioning

S B lf Reconstruction
T. Boccali

S. Rahatlou

Simulation

Data & Workflow 
Management
P. Elmer, NN

HLT and

C. Tully
M. Velasco

MUON DPG
U. Gasparini

Data Operations

S. Belforte
F. Wurthwein

Simulation
F. Cossutti
D. Elvira

Analysis ToolsL1 Software

HLT and
DQM framework

E. Meschi, A. Meyer

M. Maggi
M. Schmitt

TRACKER 

Data Operations
C. Paus, NN

User Support
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y
C. Jones
L. Lista

J. Brooke
W. Sun

F. Palla
D. Contardo

pp
K. Lassila-Perini, 

NN



CMS Physics OrganizationCMS Physics OrganizationCMS Physics OrganizationCMS Physics Organization
Physics Coordinator

P.Sphicas
Deputy: J.Incandelap y

Higgs
A.Nikitenko

Y.Sirois

e/γ
D. Futyan
P.Vanlaer

Diffraction
M.Groethe

QCD
K.Rabbertz

ECAL DPG 
P.Meridiani

C. Seez
⇔

SUSY-BSM
S.Eno 

M.Spiropulu

EWK
R.Tenchini

Jets/MissET
G.Dissertori
N.Varelas

Heavy Ions
D.D’Enterria
B.Wyslouch

HCAL DPG 
C. Tully

M. Velasco
⇔

MC generators
P.Bartalini
F Moortgat

Muons
N.Amapane 

N.Neumeister
Super LHC

D.Denegri

Top
J.D’Hondt 
J.Mnich

MUON DPG
U. Gasparini

M. Maggi
M. Schmitt

⇔
F.Moortgat

B physics
U.Langenegger

b-tagging
T.Speer 

I.Tomalin
Onl Selection

S.Dasu
CLeonidopoulos

TRACKER 
F. Palla

D. Contardo
⇔
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p

ParticleFlow/τ
R.Cavanaugh

P.Janot
⇔ALL



Weekly Physics MeetingsWeekly Physics MeetingsWeekly Physics MeetingsWeekly Physics Meetingsy y gy y gy y gy y g

Easy to attend via VRVS – note afternoon in CMS ~ morning at LPC
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Physics in CMS WeeksPhysics in CMS WeeksPhysics in CMS WeeksPhysics in CMS Weeksyyyy
Start Time Monday Tuesday Wednesday Thursday Friday

8:308:30
9:00
9:30

10:00
10:30

Analysis 
Groups 

i

Reports from 
DPGs, 

alignment & 
calibration,11:00

11:30
12:00
12:30
13:00

presentations
calibration, 

commissioning 
news

13:00
13:30
14:00
14:30
15:00

Plenary 
Physics 
Meeting     POG and 

Common15:30
16:00
16:30
17:00
17 30 Ph i

(group 
highlights, 

analysis 
approvals)

analysis 
meetings

Common 
Offline-

Computing 
meeting

Joint Offline-
Physics 
meeting

17:30
18:00
18:30

Physics 
Coordination 

Meeting
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Typical CMS CalendarTypical CMS CalendarTypical CMS CalendarTypical CMS Calendar

d h i k f l i h
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CMS and Physics weeks are of general interest.  Each 
detector system also has “weeks”.



The Lab: Useful thingsThe Lab: Useful thingsThe Lab: Useful thingsThe Lab: Useful thingsgggg
cafeteriaBuilding 32

ildiBuilding
40

New hostel 
completed in 

l 2007

h i h lh h

early 2007
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The “nice” hostel

The Bermuda triangle of CERN

The other 
hostel



Status of CMS CentreStatus of CMS CentreStatus of CMS CentreStatus of CMS Centre
Space allocation: good progress

• iberate 1st floors of buildings 6, 8, 9
Meeting rooms:

• PS auditorium and 3-4 other meeting rooms• PS auditorium and 3-4 other meeting rooms 
around 

PS main control room available for CMS: May ‘07
• Power, air-con, acoustics, etc. TS plan to finish 

July 07
Timescale for basic CMS Centre ready:  Nov Acoustic ceiling / walls

2007
• Full CMS Centre:  Mar 2008, physics run

Monitor 
screens

Working 
sc eens

C t

Acoustic
screens

PC 

screens
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Carpet
tiles

cabinet



Physics PapersPhysics PapersPhysics PapersPhysics Papersy py py py p

D i ti f CMS d t t d f bli h d•Description of CMS detector and performance published 
at:  
http://cmsdoc.cern.ch/cms/Publications/detpaper/CMhttp://cmsdoc.cern.ch/cms/Publications/detpaper/CM
S-JINST.pdf 

• physics TDR volume I - also II• physics TDR volume I  - also II 
(http://cmsdoc.cern.ch/cms/cpt/tdr/index.html)

• Dan Green’s run plan (http://xxx lanl gov/abs/hep• Dan Green’s run plan (http://xxx.lanl.gov/abs/hep-
ph?papernum=0601038)
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ICMS Page ICMS Page –– Start HereStart HereICMS Page ICMS Page –– Start HereStart Heregggg
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CMS Hypernews ForaCMS Hypernews ForaCMS Hypernews ForaCMS Hypernews Foraypypypyp

(Old web site: http://cmsdoc cern ch/cms html)
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(Old web site: http://cmsdoc.cern.ch/cms.html)



More Info More Info –– CMS. CMS. 
http://cms cern chhttp://cms cern ch
More Info More Info –– CMS. CMS. 
http://cms cern chhttp://cms cern chhttp://cms.cern.chhttp://cms.cern.chhttp://cms.cern.chhttp://cms.cern.ch
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CMS WikiCMS WikiCMS WikiCMS Wiki
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CMS Agenda ServerCMS Agenda ServerCMS Agenda ServerCMS Agenda Servergggg

htt // d h/dihttp://agenda.cern.ch/disp
layLevel.php?fid=2l76

Quite useful. Find talks 
from most meetingsfrom most meetings. 
Serves as CMS institutional 
memory.y

LPC Presentation 34



Getting onto  CMS mailing listsGetting onto  CMS mailing listsGetting onto  CMS mailing listsGetting onto  CMS mailing lists

First, you need a CERN mail account and password.
Then go to http://wwwlistbox cern ch/Then go to http://wwwlistbox.cern.ch/
And log onto SIMBA using this account/pass
Warning: there are also USCMS mailing listsWarning: there are also USCMS mailing lists 
that are not in this system! These in listserv
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EVO EVO -- TeleconferencingTeleconferencingEVO EVO -- TeleconferencingTeleconferencinggggg
CMS now uses EVO for video conferencing.  Surveys 
in train for new rooms hardware and software tools (seein train for new rooms, hardware and software tools (see 
L. Taylor). 

• go to radio shack and buy a headset and buy a 
video camera. Don’t use a table mike, etc unless youvideo camera.  Don t use a table mike, etc unless you 
get expensive hardware.  Instead, use a cheap 
headset.  

• go to www.evo.caltech.edu and download the free 
software (enable pop ups and java)( p p p j )

• MUTE WHEN YOU ARE NOT TALKING!!!
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Workbook and Tutorials Workbook and Tutorials -- CMSSWCMSSWWorkbook and Tutorials Workbook and Tutorials -- CMSSWCMSSW
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Arriving at CERNArriving at CERNArriving at CERNArriving at CERNgggg

• Swiss and French electricity adaptors have slightly 
different sizes.  Both have 2 round prongs.  

• rental cars usually have manual transmissions

If you are staying at the hostel and arrive on the weekend, the y y g ,
guards will have the key.  Ask the driver to go to the CERN gate 
with the flags - Entrance B.

Very hard to get “hostel” room in summer.  Registration 
begins April 1.  Sometimes (especially for FNAL 
employees) Tami Kramer and Terry Read can get you 
rooms, as they get priority to reserve, and reserve a 
bl k
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block.



CERN Users OfficeCERN Users OfficeCERN Users OfficeCERN Users Office
ID needed to get into CERN after 
h l dhours. Also access to CMS –P5 and to 
log safety training for access to the UX 
Hall Must have safety “1 2 3” to get anHall. Must have safety 1,2,3  to get an 
ID. Must have safety “4-CMS” to get 
into UX
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It has to be renewed every five years.



CMS SecretariatCMS SecretariatCMS SecretariatCMS Secretariat
http://cmsdoc.cern.ch/peoplesecr.shtml

Paper supplies pens cute folding cubes of CMS
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Paper supplies, pens, cute folding cubes of CMS 
pictures, cute calendars with CMS pictures, etc.



US CMS Project Office @ CERNUS CMS Project Office @ CERNUS CMS Project Office @ CERNUS CMS Project Office @ CERN

Can help with various things.  C e p w v ous gs.
Rentals, room reservations 
when building 40 is full, 

Tami.Kramer@cern.ch
tina.vernon@cern.ch
S l t Abd lli @ hhostel reservations, all kinds 

of useful things… 
Salavat.Abdoullin@cern.ch

http://uscms.web.cern.ch/uscms/

M f l hi lif CERNMany useful hints on life at CERN 
link off US CMS home page

LPC Presentation 41

p g



US CMS US CMS -- > 350 PhD > 350 PhD 
PhysicistsPhysicists

US CMS US CMS -- > 350 PhD > 350 PhD 
PhysicistsPhysicistsPhysicistsPhysicistsPhysicistsPhysicists

49 Institutions
By size (physicists)

FNAL: 58FNAL: 58

Florida: 21

UCLA: 15

Davis: 13Davis: 13

MIT: 13

Rochester: 13

Rutgers: 11

LPC Presentation 42



US CMS Web pageUS CMS Web pageUS CMS Web pageUS CMS Web pagep gp gp gp g
http://www.uscms.org/uscms_at_work/index.shtml/
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US CMS: Research ProgramUS CMS: Research ProgramUS CMS: Research ProgramUS CMS: Research Programgggg

Research Program Manager: Joel Butler,  Deputy: Dan 
Marlowe

Level 2 managers:Level 2 managers:

pixels: Bruno Gobbi (Northwestern).  tracking: Joe Incandela 
(UCSB)  Endcap Muons: Dick Loveless (Wisconsin), Paul Padley 
(Rice) DAQ: Vivian O’Dell (FNAL) ECAL: Roger Rusack 
(Minnesota) HCAL: Julie Whitmore (FNAL) Trigger: Wesley 
Smith (Wisconsin)

Software Management: Lothar Bauerdick 
[ level 2 Bob Clare (UC) and Ian Fisk (FNAL) ][ ( ) ( ) ]

CMS Maintenance and Operations: Jim Freeman (FNAL)
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US CMS: ElectedUS CMS: ElectedUS CMS: ElectedUS CMS: Elected

http://uscms.fnal.gov/uscms/organization/organization.html
Very elaborate elected structure

•US CMS Collaboration Board: chair: Harvey Newman (cal tech), deputy chair: 
Vasken Hagopian (FSU)  members: 1 rep per institution. 

•US CMS Advisory Board:  chair and deputy the same, + 1 elected rep per system + 
US physics coordinator + outreach coordinator + software/computing manager + 
construction project managerp j g

•US CMS Advisory software and computing Board (6 elected positions)

• US CMS election committee (2 elected positions)

• US physics coordinator (1 elected position) Greg Landsberg (Brown)

• various subsystem institutional boards (1 rep per institution)
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US CMS Meetings, eUS CMS Meetings, e--mailmailUS CMS Meetings, eUS CMS Meetings, e--mailmailg ,g ,g ,g ,

1 per year in late spring, place rotates.  pe ye e sp g, p ce o es.
Good place to network.

Weekly meeting of “all US CMS” at 2:30 
pm on Friday

Make sure you are on the us cms mailing list by sending a mail 
to listserv@fnal.gov.  Leave the subject line blank.  In the 
body, put “subscribe uscms-all eno@physics.umd.edu Sarahbody, put subscribe uscms all eno@physics.umd.edu Sarah 
Eno” except don’t put the quotes and substitute your 
information.  (there are many email lists for uscms on this 
listserv.  Go to http://computing.fnal.gov/email/listserv/ to find 

h fi d ll h L k f iout how to find out all the names.  Look for names starting 
USCMS-XXX)
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US CMS MeetingsUS CMS MeetingsUS CMS MeetingsUS CMS Meetingsgggg
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All US CMS MeetingAll US CMS MeetingAll US CMS MeetingAll US CMS Meetinggggg

• (almost) every Friday 11 am  FNAL 
Typical Agenda 

•Research Program newstime, 6 pm CERN time

• well-attended both in person and 

•Research Program news-
Joel

•CMS Center at FNAL –
via EVO

•“refreshments @ CERN” -weekend

Lothar

•Report on status @ CERN

i l lk•one topical talk
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Tiered System for Data Tiered System for Data 
FlowFlow

Tiered System for Data Tiered System for Data 
FlowFlowFlowFlowFlowFlow

T0 at CERN
• Record raw data and DST
• Distribute raw data and DST to T1’s

T1 centers
• Pull data from T0 to T1 and store

RAL
Oxford

T1

FNAL
Chicago

• Pull data from T0 to T1 and store
• Make data available to T2

FZK
Karlsruhe

T1

T1 T0T2 centers
CNAF

Bologna

IN2P3
L

T1

T1

T1• DST analysis….
• Local data distribution

CMS d t i d ti d i
PIC

Barcelon
a

LyonCMS data sizes and computing needs require a 
worldwide approach to Physics analysis. FNAL is 
US CMS national computing center. There is an 
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a
“LPC CAF” at FNAL in addition.



Computing in the USComputing in the USComputing in the USComputing in the USp gp gp gp g
T0 at CERN, T1 at Fermilab as US CMS national center (“super” Tier 1 
with twice the resources of other Tier1s) Keep many of the triggerwith twice the resources of other Tier1s). Keep many of the trigger 
streams at FNAL. 

T2 at UCSD, Caltech, UFlorida, Wisconsin, MIT, Nebraska and Purdue 
as regional US CMS centers. ( + Brazil + ?) Not every country has a T1…

N b k

Wisconsin*

M.I.T.

Purdue

There are strong 
“T3” institutions 
springing up also.

Nebraska

Caltech*

UC San Diego*

Purdue

UC San Diego

Florida*
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The US CMS LPCThe US CMS LPCThe US CMS LPCThe US CMS LPC
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What is the LHC Physics What is the LHC Physics 
Center?Center?

What is the LHC Physics What is the LHC Physics 
Center?Center?Center?Center?Center?Center?

Located on the 11th floor of the FNAL high rise, the purpose of the 
LPC is to ensure the US gives the strongest possible assistance to 
international CMS in software preparations for Day 1 and to enable 
physics analysis from within the U.S.

• a critical mass (clustering) of young people who are actively 
working on software (reconstruction, particle identification, physics 

l i ) i i l l ti (11th +10 + 9 fl f th hi h i )analysis) in a single location (11th +10 + 9 floor of the high rise),

• a resource for University-based US CMS collaborators; a place to 
find expertise in their time zone, a place to visit with their software 
and analysis questions,

• a brick-and-mortar location for US-based physics analysis, with 
such physical infrastructure as large meeting rooms, video 

f i l l ti d “ t l ” f
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conferencing, large scale computing,  and a  “water cooler” for 
informal discussions of physics.



Resources: 11Resources: 11thth FloorFloorResources: 11Resources: 11thth FloorFloor
• Meeting Rooms/Video Conferencing/Internet

• terminals/printers/office supplies• terminals/printers/office supplies 

• secretarial and computer support

C ff hi /W t l• Coffee machines/Water cooler

M ti

Common Areas

T i t

Meeting 
rooms

Transient 
space
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LPC MeetingsLPC MeetingsLPC MeetingsLPC Meetingsgggg
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LPC Work PlanLPC Work PlanLPC Work PlanLPC Work Plan

Concentrate on the fundamentals CMS will need 
to be ready with physics on day 1 – the LHC is a 
discovery machine:

• calibrations and alignments - DPG

• particle identification algorithms - POG

• code certification/ data quality control - DQM• code certification/ data quality control - DQM

• physics preparations - PAG

Will bring our experience from currently 
running experiments to these tasks
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running experiments to these tasks.



Getting an account at FNALGetting an account at FNALGetting an account at FNALGetting an account at FNALgggg
http://www.uscms.org/scpages/general/uaf/accounts.html

There is a “help desk” on WH11E (Patrick Gartung)There is a help desk  on WH11E (Patrick Gartung)

Many experts sit on WH11 who can help you with detailed
detector or software issues (see the LPC talk)

Th i t fThere is an enormous amount of 
information available. Do not get 
overwhelmed. There is also a largeoverwhelmed. There is also a large 
number of folks at the LPC who will help 
you get started.
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Computer HelpComputer HelpComputer HelpComputer Helpp pp pp pp p

Patrick Gartung – first line of defenseg

system administration of the Linux PC's at the LPC and the ROC
• all common login PC's and some university PC's

user support for
•Windows and Linux laptops at the LPC
• accessing the UAF resources from the LPC and universities
• the video conference rooms at the LPC
• running CMS software

i h PC' d id f i i h•setting up the PC's and video conference equipment in the 
ROC
•developing software configurations for new Linux desktop 
i t ll tiinstallations
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Contact with Theorists Contact with Theorists ––
WH3EWH3E

Contact with Theorists Contact with Theorists ––
WH3EWH3EWH3EWH3EWH3EWH3E

Because 
we are 
starting at 
a discovery 
machine, 
tighter 

licoupling to 
the theory 
community 

ill bwill be very 
desirable.

Lenny Spiegel is the LPC 
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liaison, joint seminars 
LPC/Theory



Interactions with  CMSInteractions with  CMS

The LPC is fully synchronized with the 
CMS Physics Coordinator by way of 
liaison in the EB

The LPC has close ties to the 
Computing, Software and Physics p g, y
Coordinators of the EB

The LPC Group Leaders act as mentorsThe LPC Group Leaders act as mentors 
for US groups who choose to nucleate 
at the LPC to begin a physics analysis.at the LPC to begin a physics analysis. 
They are not PAG leaders.
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Impact of LPCImpact of LPCImpact of LPCImpact of LPCpppp
Although not formally commissioned until early 2005, LPC scientists 

have had a big impact on CMS.  Tevatron experience is a key!
Review of software framework (CMSSW) led to overhaul, and increased 

placement of U.S. scientists in management positions.
Location at Tier 1 means the LPC is a place where interfaces between 

M&O (detectors) and S&C (analysis code) can be worked out withM&O (detectors) and S&C (analysis code) can be worked out, with 
many meetings to make coherent the efforts of both.

2005: concentration on the physics-enabling environment and 
reconstruction  tools.  Aspects ranging from muon identification to 
t i t bl t j t lib titrigger tables to jet calibration.

2006: moving closer to physics analyses, via the path of  understanding 
the detectors during the cosmic challenge and test beam.

2007: prepare robust tools for trigger calibration and alignment Work2007: prepare robust tools for trigger, calibration and alignment.. Work 
on global runs in UX. Begin to establish POG. Create efforts on 
physics studies in synch with CMS organization.

2008: 14 TeV physics – must be ready to rediscover the SM with 
“standard candles” and then rapidly move toward the search for new“standard candles” and then rapidly move toward the search for new 
physics..
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CMS FNAL Remote Operations CenterCMS FNAL Remote Operations CenterCMS FNAL Remote Operations CenterCMS FNAL Remote Operations Center
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LHC@FNAL LHC@FNAL –– WH1EWH1ELHC@FNAL LHC@FNAL –– WH1EWH1E@@@@
http://cd-amr.fnal.gov/remop/remop.html

E Gottshalk and P McBride
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E. Gottshalk and P. McBride



ConclusionsConclusionsConclusionsConclusions

• The LPC is an essential part of US CMS’ p
strategy for doing physics analysis

Th LPC (ROC i k hift ) h• The LPC (ROC – service work, shifts) has 
been embraced by the US CMS physics 

itcommunity

• The LPC has had a substantial impact on p
both US CMS and CMS

Th LPC id h i f t t• The LPC provides a mechanism for contact 
to the theory community – especially the 
FNAL theor gro p
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FNAL theory group.


